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Problem
Statement



We aim to quantify classroom learning
using a facial expression based

attention model



Why: To support students’ learning methodologies
and to give real-time assistance to the educator. 

Potential Applications: Educator assistance,
Personalized attention tracking



Literature
Survey



Attention can be categorized as follows based on the
student engagement: 

      Focused, Sustained, Selective, Alternating and Divided

Applied SVM, kNN and Decision Tree to gain an
understanding of the accuracy of the classifier.
Decision tree proved to be the most accurate. [2]

Models: CNN, RNN, YOLO v3 deep-learning
based algorithm, VGG16

Models with different accuracy (YOLO-
88%).

[1]Recognizing Students' Attention in a Virtual Class through Facial Expressions
using Machine Vision
[2]ASSESSMENT OF LEARNERS’ ATTENTION TO E-LEARNING BY
MONITORING FACIAL 
EXPRESSIONS FOR COMPUTER NETWORK COURSES

With 55% accuracy, our facial emotions are
reflective of our attention.[1]

Literature Survey



Datasets &
Feature

Preprocessing



Mixture of Datasets: FER_2013, UIBVFED1.

Testing on data collected at Plaksha: A total of 3600 images 2.

Annotated on the basis of student feedback obtained via forms.3.

FER dataset : very large dataset (Total: 35,887; testing: 7178)4.

UIBVFED dataset : 635 , Includes both male and female, multiple facial

patterns for a single expression too

5.

Data Collection



Used Haar-Cascade to obtain bounding boxes 
Tried YOLOv5 but didn’t work due to generalized object detection  
OpenFace: Core Focus on FAUs 
686 Features (34 FAUs, 68 Landmarks, etc.)
Reduced to 50 Features by PCA
Irregular Sample Sizes 
SMOTE to Equalize the Chance of training 



FER 2013



UIBVFED



after SMOTE



7 Emotions in FER 2013
Surprised Angry Neutral Fear

Sad Joy Disgust Neutral
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ML Methodology







Dense Input Layer
128 Neurons

ReLU Activation
Input Shape - 50

Dropout layer
(0.5)

Dense Hidden Layer 1
64 Neurons

ReLU Activation

Dropout layer
(0.5)

Dropout layer
(0.3)

Dense Hidden Layer 2
32 Neurons

ReLU Activation

Dense Output Layer
7 Neurons

Softmax Activation

Emotions
(After 400
Epochs)



WELL ATTENTIVE

MODERATELY ATTENTIVE

WEAKLY ATTENTIVE

Greater Probabilities @ Neutral, Sad, Anger

Fairly High Probabilities @ 
Neutral + any other emotion

Greater Probabilities @ Surprised, Joy, Disgust

Emotion to
Attention



Performance
Metrics



Accuracy - 73% (FER)
Accuracy - [87%,~99%] (UBIVFED)





So, Let’s be Attentive & Not be
caught by the Model :)

ANY QUESTIONS? WE’RE OPEN TO ANSWER



Thank You!


